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Abstract—The microwave radiometer MTVZA-GY on board

the Russian polar orbiting meteorological satellite Meteor-M N2 is

briefly described. Errors and biases in antenna brightness temper-

atures are documented. Observation errors are found to be

dependent on the solar angles. An adaptive bias correction tech-

nique for MTVZA-GY antenna temperatures is motivated and

developed. The technique accounts for the solar angles and

sequentially assimilates observed minus simulated radiances in a

perpetual 24 h cycle in order to estimate up-to-date correction

coefficients defined to be functions of the zenith and azimuth solar

angles. The simulated radiances are computed by the RTTOV

radiative transfer model from three-dimensional numerical weather

prediction fields. The correction technique is implemented for

atmospheric temperature and humidity sounding channels of

MTVZA-GY. The corrected observations are shown to be signifi-

cantly more accurate as compared with raw antenna temperatures

and with observations that undergo simpler and more traditional

corrections. The accuracy of corrected MTVZA-GY observations is

compared with the accuracy of AMSU-A and MHS data.

Key words: Satellite observations, microwave radiances, bias

correction, data assimilation.

1. Introduction

Observations of the Earth atmosphere made from

spacecraft are now a critically important component

of the global meteorological observing system. While

conventional observations like surface stations, air-

craft observations, and radiosondes remain essential

in the Northern Hemisphere and, together with radar

data, dominate on the regional and local scale,

satellite data prevail in the Southern Hemisphere and

have a profound impact on the global numerical

weather prediction in general (see, e.g., Fig.3 in

McNally 2014). Among enormous amounts of

meteorologically relevant information acquired by

sensors on board multiple geostationary and polar

orbiting satellites, the most influential are observa-

tions of infrared and microwave radiation leaving the

Earth’s atmosphere. The outstanding role of radiance

observations in the present-day meteorology stems

from their sensitivity to atmospheric temperature and

humidity profiles at the wide range of altitudes, high

horizontal resolution, and global coverage.

The satellite Earth observation system Meteor-3M

is being developed in Russia as part of the global

observing system. The Meteor-3M system is planned

to include new-generation polar-orbiting meteoro-

logical satellites of Meteor-M type. In July 2014, one

of such satellites, Meteor-M N2, was launched in a

sun-synchronous orbit at the altitude of about 832

km. The equator crossing local solar time is 9:30 am

and pm for descending and ascending nodes,

respectively.1 The orbital period is approximately

102 min. For more information on Meteor-M N2 as

well as on the Meteor-3M ground segment, see

Asmus et al. (2014). The payload of Meteor-M N2

includes two atmospheric sounders: the hyper-spec-

tral infrared sounder IKFS-2 and the microwave

imager/sounder MTVZA-GY. Data from both sensors

are intended for applications in operational meteo-

rology (weather and climate predictions and studies).

In rest of the paper, we outline the MTVZA-GY

radiometer, characterize its frequency channels,

motivate and present a new solar-angles dependent

bias correction technique, and finally show the effect
1 Hydrometeorological Center of Russia, 11-13,

B.Predtechensky Lane, 123242 Moscow, Russia. E-mail:

michael.tsyrulnikov@gmail.com
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of the correction on the accuracy of the data. We

examine channels influenced primarily by atmo-

spheric temperature and humidity (i.e. channels with

dominant contributions from surface properties, cloud

fields, and precipitation are not considered in this

paper).

2. Brief Description of the MTVZA-GY Radiometer

MTVZA-GY (where MTVZA is the Russian

abbreviation for ‘‘module for temperature and

humidity sounding of the atmosphere’’ and ‘‘GY’’ are

the initials of the prominent Russian space engineer

G.Ya.Guskov) is a 29-channel microwave

imaging/sounding radiometer with conical scan

geometry. Figure 1 (borrowed with permission from

Cherny et al. 2010) shows the radiometer and its

scanning geometry. The main characteristics of

MTVZA-GY are the following. The viewing angle is

53:3�. The incidence angle with respect to the Earth

surface is 65�. The geolocation accuracy is about 40

km.2 The swath width is 1500 km. The MTVZA-GY

scanning platform period is 2.5 s, during which the

sub-satellite point travels 16 km.

Table 1 [whose contents are borrowed with per-

mission from Gorobets et al. (2007)] presents more

Figure 1
Microwave imager/sounder MTVZA-GY. a Photograph showing the main 65-cm antenna reflector at the top, the cold target calibration

reflector in the middle, and the drum assembly at the bottom. b The scanning geometry

2 Is expected to be improved with MTVZA-GY radiometers

on the next Meteor-M satellites.
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detailed characteristics of the MTVZA-GY frequency

channels, including technical characteristics like fre-

quencies, polarization, and passbands and more

meteorologically relevant characteristics like the size

of the effective field of view (FOV), the pixel size,

and the radiometric noise level.

The FOV characterizes the spot on the surface

‘‘seen’’ by the sensor’s antenna; it decreases with the

growing frequency (following the wavelength). The

pixel is the moving two-dimensional window over

which the antenna temperatures are additionally

averaged (in order to improve the signal-to-noise

ratio). The distance between adjacent MTVZA-GY

observations provided to the user is 16 km both in the

along-scanline and in the along-track directions.

It is essential for this study that MTVZA-GY is

supported by the fast radiative transfer model

RTTOV (Saunders et al. 1999) starting from its ver-

sion 11. Throughout the paper, the RTTOV v.11

channel numbering convention is used, see column 1

of Table 1.

In this work, we examine only atmospheric

channels, i.e. those in which the received signal

depends more on temperature and humidity of the

atmospheric air than on surface properties. The rest of

the channels, in which the bulk of the received

radiation comes from the surface, are marked in

Table 1 as window channels. However, it is worth

noting that some of the atmospheric channels (15, 16,

and 27–29) have significant contributions from the

surface, which need to be taken into account in

applications (for an example, see Sect. 7.2 below,

item 2 therein).

For some more information on MTVZA-GY, see

(Gorobets et al. 2007; Cherny et al. 2010) and the

WMO (World Meteorological Organization),

OSCAR (Observing Systems Capability Analysis and

Review Tool) web site.

Table 1

MTVZA-GY frequency channel characteristics

N (rttov ) (N) (mtvza ) fc (GHz ) Pol. (V/H ) nb Df (MHz) FOV (km) Pixel (km) rT (K)

1,2 1,2 10.65 (window) V, H 1 100 89 � 198 32 � 32 0.5

3,4 3,4 18.7 (window) V, H 1 200 52 � 116 32 � 32 0.4

5,6 5,6 23.8 (window) V, H 1 400 42 � 94 32 � 32 0.3

7,8 26,27 31.5 (window) V, H 1 1000 35 � 76 32 � 32 0.3

9,10 7,8 36.5 (window) V, H 1 1000 30 � 67 32 � 32 0.3

11,12 – 42.0 (window) V, H 1 1000 26 � 60 32 �32 0.4

13,14 – 48.0 (window) V, H 1 1000 24 � 43 32 � 32 0.4

15 11 52.80 V 1 400 21 � 48 48 � 48 0.4

16 12 53.30 V 1 400 21 � 48 48 � 48 0.4

17 13 53.80 V 1 400 21 � 48 48 � 48 0.4

18 14 54.64 V 1 400 21 � 48 48 � 48 0.4

19 15 55.63 V 1 400 21 � 48 48 � 48 0.4

20 16 f0� 0:3222� 0:1 V 4 50 21 � 48 48 � 48 0.4

21 17 f0� 0:3222� 0:05 V 4 20 21 � 48 48 � 48 0.7

22 18 f0� 0:3222� 0:025 V 4 10 21 � 48 48 � 48 0.9

23 19 f0� 0:3222� 0:01 V 4 5 21� 48 48 � 48 1.3

24 20 f0� 0:3222� 0:005 V 4 3 21� 48 48 � 48 1.7

25,26 9,10 91.65 (window) V, H 2 2500 14 � 30 16 � 16 0.6

27 21 183:31� 7:0 V 2 1500 9 � 21 32 � 32 0.5

28 23 183:31� 3:0 V 2 1000 9 � 21 32 � 32 0.6

29 22 183:31� 1:4 V 2 500 9 � 21 32 � 32 0.8

Numbers of the available channels are indicated in bold face, whereas the the numbers of the unavailable channels are given in italic

f0 ¼ 57:290344 GHz.

N is the channel number. Channel 26 is not operational and channels 11–14 are missing in raw data files, rttov stands for the RTTOV channel

numbering (used throughout the paper), mtvza is the internal MTVZA-GY channel numbering (not referenced in the paper, given here only for

those who intend to use MTVZA-GY data files), fc is the center frequency of the channel (GHz), Pol. is the polarization (V is vertical, H is

horizontal), nb is the number of passbands, Df the band width (MHz), FOV is the effective field of view (along-scan-line � along-track, km),

Pixel (along-scan-line � along-track, km) is the 2D moving average window, rT is the radiometric noise level (Noise Equivalent DT , NEDT,
K), (window) marks atmospheric window channels
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3. MTVZA-GY Atmospheric Channels

In this section, we briefly describe how the

MTVZA-GY atmospheric channels depend on

atmospheric temperature and humidity. These

dependencies are modeled by the forward model H
(RTTOV in this work) that maps the atmospheric

profiles (vectors) of temperature T and humidity q to

the brightness temperature Tb measured by the

satellite sensor in the frequency channel in question.

Neglecting other relatively minor contributors to the

observed radiance and in the absence of heavily

precipitating clouds, we write Tb ¼ HðT; qÞ.
Sensitivities of Tb in a particular channel to T and

q are quantified by the vectors of partial derivatives

oTb=oT ¼ oHðT; qÞ=oT and oTb=oq ¼ oHðT; qÞ=
oq; respectively, often called Jacobians.

To compute the simulated brightness temperatures

and the Jacobians in the MTVZA-GY channels, the

RTTOV model was fed with operational 6 h National

Centers for Environmental Prediction (NCEP) Global

Forecast System (GFS) forecasts. Both the 6 h fore-

cast and the simulated Tb (computed from the 6 h

forecasts) are called background in what follows.

3.1. Temperature Channels

MTVZA-GY channels 15–24 depend primarily on

atmospheric temperature. Figure 2 shows the Jaco-

bians for temperature sounding channels computed at

an arbitrarily selected sub-satellite point located in

the mid-latitude ocean with the geographic and time

coordinates indicated in the title of the plots (in the

format yyyymmddhh).

The left panel of Fig. 2 displays the Jacobians

with their maxima in the troposphere (tropospheric

channels). The right panel of Fig. 2 depicts the

Jacobians for the stratospheric channels. The pass-

bands of the channels have been selected by the

instrument designers in the lower-frequency wing of

the 60-GHz oxygen absorption band in such a way

that the higher the channel number, the more opaque

the channel and, therefore, the higher the Jacobian’s

maximum.

In temperature channels, the dependence on T is

largely linear and the dependence on q is weak, so

that the temperature channels’ Jacobians do not

exhibit significant changes at different points in the

horizontal and in time (not shown).

3.2. Humidity Channels

Channels 27–29 are sensitive primarily to atmo-

spheric water vapor (and to temperature as well), with

the sensitivity to T being largely linear, whilst the

sensitivity to q being significantly non-linear.

Figure 3 shows humidity sounding channels’

Jacobians: with respect to atmospheric temperature

(left panels) and specific humidity (right panels), at a

high-latitude point (upper panels) and a low-latitude

point (lower panels). The Jacobians were computed

by RTTOV for the background fields valid at the day

and time indicated in the title of the plot.

In Fig. 3, one can see that oTb=oT is always

positive, whereas oTb=oq is mainly negative. The

positivity of oTb=oT is due to the fact that the emitted

radiation grows with temperature following the

Planck law whereas absorption is, in the first

approximation, independent of the absorber’s tem-

perature. The negativity of oTb=oq can be reproduced

in the solution of the radiative transfer equation in the

absence of scattering if the absorption is high enough

(not shown). If the optical depth of the atmospheric

profile is low (e.g., in cold conditions and/or over

high terrain), then oTb=oq for a humidity sounding

channel can become positive, as it is the case for

channel 27 in Fig. 3b.

Another feature of the Jacobians seen in Fig. 3 is

that the larger the channel number, the higher the

maximum in oTb=oT (see the left panels of Fig. 3).

This can be explained as follows. The passbands of

the three humidity channels are all centered at the

frequency that corresponds to the maximum absorp-

tion in the 183 GHz water vapor line, with the

passband width decreasing with the channel number

(see Table 1). This implies that the mean (over the

passband) absorption increases with the channel

number, which, in turn, shifts the maximum of the

Jacobian with respect to temperature to a higher

altitude. This shift is, however, not pronounced in the

Jacobians with respect to humidity (see the right

panels of Fig. 3).

E.g., Comparing Figs. 3 and 2 shows that the

Jacobians in humidity sounding channels are

3656 D. Gayfulin et al. Pure Appl. Geophys.



significantly less smooth in the vertical than in

temperature channels. To explain this behavior, we

recall that the temperature channels are in an oxygen

absorption bandwhereas the humidity channels are in a

water vapor absorption line. It is well known that

oxygen is a well-mixed gas in the atmosphere whereas

water vapor is not (e.g., Randall 2012). It is the spatial

uniformity of oxygen and the linearity of the depen-

dence of Tb on T that leads to the smoothness of the

temperature channels’ Jacobians, and it is the spatial

non-uniformity of the water vapor concentration

together with the non-linearity of the dependence of

Tb on q that cause the irregular behavior of the

humidity channels’ Jacobians in the vertical.

This effect also causes a greater horizontal

variability in the Jacobians in humidity sounding

channels. For example, the Jacobians computed at a

high-latitude point (the upper panels of Fig. 3) are

sensitive to significantly lower parts of the atmo-

sphere as compared to the Jacobians computed at a

low-latitude point (the lower panels of Fig. 3). This

can be understood by noting that at low latitudes the

atmosphere is significantly warmer; therefore, it

normally contains much more water vapor so that

the optical depth in the H2O absorption line is

greater, which, as discussed above, raises the Jaco-

bians (the more optically thick the absorbing layer in

the atmosphere, the less ‘‘visible’’ for the radiometer

its lower part becomes).

Finally, we remark that the MTVZA-GY fre-

quency channels partly coincide with or are close to

channels of the following instruments: Special Sensor

Microwave Imager/Sounder (SSMIS) (Kunkee et al.

2008), Advanced Microwave Sounding Unit-A

(AMSU-A), Advanced Microwave Sounding Unit-B

(AMSU-B), MHS (Microwave Humidity Sounder)

(Weng et al. 2003, see also Table 4 below), and

Advanced Technology Microwave Sounder (ATMS)

(Weng et al. 2012).

4. Motivation

MTVZA-GY data undergo an on-orbit radiomet-

ric calibration in which two targets are used: the cold

space (with the temperature of the cosmic microwave

background of about 2.73 K) and a black body warm

target (with the temperature of about 250 K). This

two-point instrument calibration technique converts

the electric signal from the antenna to the antenna

brightness temperature Ta. However, soon after

launch large global and airmass-dependent biases in

antenna temperatures were found. Significant

ascending-descending bias differences and striping

noise (larger along-track variability as compared to

the across-track variability in the data) were also

observed (Uspensky et al. 2015). Differences in the

assumed and true passbands were hypothesized as a

Figure 2
Jacobians of atmospheric temperature sounding channels: a tropospheric channels, b stratospheric channels
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possible source of large errors. Another reason for

large and varying biases could be radiometric cali-

bration issues.

To reduce the errors/biases, Uspensky et al.

(2015), see also Uspensky et al. (2017), developed a

recalibration algorithm based on the linear

regression:

Tb ¼ aTa þ b; ð1Þ

where Tb is the recalibrated brightness temperature,

and a and b are the regression coefficients (estimated

from a training sample). The recalibrated and bias-

corrected (following Harris and Kelly 2001)

MTVZA-GY data were assimilated by Gayfulin et al.

(2017) in the meteorological data assimilation system

of the HydroMetCentre of Russia. A significantly

positive impact of MTVZA-GY observations in the

Southern Hemisphere in the absence of AMSU-A

observations was found. However, it has been felt

that further improvements in the recalibration tech-

nique were possible.

We started this study by examining uncorrected

antenna temperatures as reported in raw (level-1b)

data files. The observations were then compared with

Figure 3
Jacobians of atmospheric humidity sounding channels: left: with respect to atmospheric temperature, right: with respect to atmospheric

humidity, upper: at a high-latitude observation point, lower: at a low-latitude observation point

3658 D. Gayfulin et al. Pure Appl. Geophys.



the background (defined at the beginning of Sect. 3).

The resulting biases and standard deviations averaged

over three two-week periods in 2017 (for details,

including the choice of the channels, see Sect. 7.1

below) are presented in Table 2. One can see that the

data indeed suffered from very large biases and rel-

atively large standard deviations.

Then, we reproduced results obtained by Uspen-

sky et al. (2017), that is, we corrected antenna

temperatures using Eq. (1) (this procedure is referred

to in what follows as ‘‘simple correction’’). As

compared with the background, the remaining biases

appeared to be quite large, exhibiting a kind of sys-

tematic behavior. Specifically, Fig. 4a shows the

geographic distributions of local biases for channel

18 for an arbitrarily chosen 30 h period indicated in

the figure caption. The local biases were computed by

averaging observation-minus-background (OmB)

deviations over 3� � 3� grid cells of the regular lati-

tude–longitude grid on the globe.

The complexity of the geographic distributions of

the local biases in Fig. 4a, which goes beyond a lat-

itudinal dependence, and a kind of systematic pattern

seen in this figure, which clearly cannot be explained

by air-mass dependence, suggest that the main cause

of the biases is not related to the atmosphere or to the

surface. On the other hand, it has been reported by

several authors that solar radiation can cause sig-

nificant biases in microwave satellite data (Bell et al.

2008; Wessel et al. 2008; Kunkee et al. 2008; Geer

et al. 2010; Zou and Wang 2011). For these reasons,

we decided to examine MTVZA-GY errors as func-

tions of the azimuth and zenith solar angles (available

for each pixel and denoted here by a and f,
respectively).

The resulting dependence of the local biases on

the solar angles is presented in Fig. 4b where the local

biases were computed by averaging OmB deviations

over cells of the 2� � 2� grid on the a–f plane (cf.

Fig. 4 in Bell et al. (2008)). It is seen that on the a–f

plane, the local bias field is much smoother and

‘‘simpler’’, which is indicative of the existence of a

direct link of the biases to the solar angles. On the

other hand, the ‘‘simpler’’ and smoother pattern of the

local biases on the a–f plane is easier to handle. This

led us to develop a Solar Angles dependent bias

Correction (SAC) procedure aimed at the removal of

the local bias pattern on the a–f plane. The procedure
is described below in Sect. 6.

5. Existing Approaches to Post-launch Calibration

of Microwave Radiometers

Post-launch calibration/correction is a standard

procedure employed for new satellite observation

types. It is performed by comparing new observations

with other (reference) data whose accuracy is more or

less known. From the comparison, a correction model

is developed and then applied to new data in order to

increase their accuracy.

Kunkee et al. (2008) compared brightness tem-

peratures in lower atmospheric SSMIS channels with

European Centre for Medium-Range Weather Fore-

casts (ECMWF) analyses, radiosonde profiles, and

additional campaign data described in Wessel et al.

(2008). Wessel et al. (2008) used dedicated high-

quality RS-90 Vaisala radiosonde launches, a water

vapor Raman lidar, and high-altitude Rayleigh lidar

data as a reference. Bell et al. (2008), Kunkee et al.

(2008) and Wessel et al. (2008) identified the role of

solar heating for SSMIS and performed reflector

emission corrections.

Swadley et al. (2008) calibrated observations in

upper atmospheric SSMIS channels (with the main

contribution from the stratosphere and mesosphere)

using ECMWF analyses below 40 km altitude

merged with temperature observations in the altitude

range 40–80 km from three Rayleigh lidars and

appended with Committee on Space Research

Table 2

Deviations of uncorrected observations from the background, K

Sensor/scheme Ch15 Ch16 Ch17 Ch18 Ch19 Ch20 Ch27 Ch28 Ch29

MTVZA/raw data (bias) - 7.5 - 13.2 - 15.1 - 13.5 - 6.6 - 9.9 - 18.3 - 18.7 - 13.3

MTVZA/raw data (st.dev.) 0.74 1.56 2.76 0.63 0.90 0.92 2.17 2.18 3.51
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International Reference Atmosphere (CIRA) and

Mass Spectrometer and Incoherent Scatter (MSIS)

atmosphere model data above 80 km. They intro-

duced a Doppler shift (induced by the spacecraft

velocity) compensation and empirically modified an

oxygen absorption linewidth parameter in the radia-

tive transfer model to reduce the biases.

Zou and Wang (2011) intercalibrated AMSU-A

observations on board several polar orbiting satellites

using simultaneous nadir overpasses and global ocean

mean differences.

Zou et al. (2014) removed scan-position-depen-

dent biases in ATMS observations. The biases were

computed by comparing raw ATMS data with Global

Positioning System (GPS) radio occultation data

converted to brightness temperatures using a radiative

transfer model.

6. The Solar Angles Dependent Bias Correction

Technique (SAC)

6.1. Setup

To avoid costly observation campaigns and

reliance on other satellites for operational recalibra-

tion/correction, we decided to utilize the background

(see Sect. 3) as the reference.

In the sequel, it is assumed that MTVZA-GY

observation data are grouped in batches according to

the actual measurement time. One batch consists of

observations with the measurement time within a 6 h

time window centered at 0, 6, 12, and 18 UTC.

The vector of observations (antenna temperatures

Ta) in a 6 h time window is denoted by y and the

vector of the respective RTTOV simulated (i.e.

background) brightness temperatures by z. The length

of both vectors y and z is equal to the number of

observations in the time window, nobs. Data assim-

ilation terminology and methodology are extensively

used in the rest of this section.

6.2. Correction Model

By a correction model, we understand a mapping

of antenna temperatures Ta to corrected/recalibrated

higher-quality brightness temperatures Tb.

In our case, to account for the solar angles, we let

the two coefficients, a and b, of the simple correction

scheme Eq. (1) be functions of a and f:

Tb ¼ aða; fÞ � Ta þ bða; fÞ: ð2Þ

This model is discretized by introducing a grid, Gaf

(with the number of points ngrid), in the a–f plane. Gaf

spans all plausible values of a and f. The values of

the coefficient fields aða; fÞ and bða; fÞ on the grid

Gaf are collected in the respective vectors a and b

(both of length ngrid).

Further, in order to apply the coefficient fields a

and b (the nobs-vectors) defined on a discrete grid of

solar angles to the nobs-vector of observations y with

arbitrary solar angles, we introduce the observation

Figure 4
Local biases after ‘‘simple correction’’ for observations from 21 h UTC, 12 June 2017 to 3 h UTC, 14 June 2017 (descending orbits): a on the

geographic map. b On the a–f plane
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operator H. The nobs � ngrid matrix H is designed in

such a way that its application to vectors a and b

results in their interpolation from the grid Gaf they

are defined on to the observation points ai and fi

(with i ¼ 1; 2; . . .; nobs). In other words, the values of

the fields a and b (represented by the vectors a and b)

at the observation point i are ðHaÞi and ðHbÞi,

respectively. The interpolation is taken to be the

simplest one: piecewise constant so that in the ith row

of H there is only one entry equal to 1 (which

corresponds to the grid point closest to the location of

the ith observation) with all other entries equal to 0.

To represent the pointwise multiplication of

aða; fÞ by Ta in Eq. (2) at all observation points in

the vector–matrix form, we, finally, introduce the

nobs � nobs matrix Y ¼ diag ðyÞ, where diag ðyÞ
stands for the diagonal matrix with the nobs-vector

of observed antenna temperatures y on its main

diagonal. With this matrix, the correction model

Eq. (2) can be rewritten as follows:

ey ¼ YHaþHb; ð3Þ

where ey is the nobs-vector of corrected observations.

This completes the description of our main solar

angles dependent correction model. The gridded two-

dimensional coefficient fields a and b (i.e. the SAC

model parameters) need to be estimated.

6.3. Variational Estimation of the Coefficient Fields

a and b

We start by stating that, first of all, our correction

model, Eq. (3), has to fit the data, that is, a and b

should be such that in each 6 h-window batch, the

corrected observations ey be close to the respective

reference data vector z (closer than the antenna

temperatures y). In other words, we seek to minimize

the observation misfit

Jobsða; bÞ ¼ key � zk2 ¼ kYHaþHb� zk2; ð4Þ

where k:k denotes the ordinary quadratic vector norm

(the square root of the sum of squares of all vector

entries). However, the naive optimization problem

Jobsða; bÞ ! min would be, clearly, ill-posed because

observations are, normally, not available in all grid

cells so that nothing would constrain (in this formu-

lation) the functions aða; fÞ and bða; fÞ at the non-

observed grid points (i.e. where there are no obser-

vations in the four neighboring grid cells).

To make the problem well posed, we have to

regularize it by introducing additional (prior) infor-

mation on the fields in question, a and b. We do this

as follows. First, we assume that for each 6 h time

window, there are first guess fields a� and b�

(defined on Gaf) from which the estimates a and b

should be ‘‘not too far’’ (this constitutes the first-

guess constraint). Second, we postulate that the

estimated fields a and b should be smooth as

functions of the two solar angles (this is the

smoothness constraint).

The first-guess constraint is imposed by penaliz-

ing deviations of a and b from a� and b�,

respectively:

Jfgða; bÞ ¼ w2
aka� a�k2 þ w2

bkb� b�k2; ð5Þ

where wa and wb are the weights (parameters).

The smoothness constraint is imposed by penal-

izing the magnitude of the gradients of the (gridded)

functions aða; fÞ and bða; fÞ:

Jsmoða; bÞ ¼ w2
aL

2kGak2 þ w2
bL2kGbk2: ð6Þ

Here, G is the 2ngrid � ngrid matrix that represents the

gridded version of the gradient3 and L denotes the

desired length scale of the coefficient fields a and b

on the a–f plane.

To summarize, we wish the estimates of a and b,

which will also be called the updated fields aþ and

bþ, to minimize both the observation misfit Jobs,

Eq. (4), and the two penalties, the first-guess penalty

Jfg, Eq. (5), and the smoothness penalty Jsmo, Eq. (6).

Formally, the updated fields aþ and bþ are sought as

a solution to the following variational optimization

problem:

Jða; bÞ ¼ Jobsða; bÞ þ Jfgða; bÞ þ Jsmoða; bÞ ! min :

ð7Þ

The optimization problem Eq. (7), in which the three

terms are defined in Eqs. (4)–(6), is a quadratic one.

Besides, it is straightforward to show that the pres-

ence of the first-guess term Jfg indeed regularizes the

3 The 2ngrid rows of the matrix G account for the two directed

finite differences at each grid point: one in the a direction and the

other in the f direction.
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problem so that Jobsða; bÞ is a strictly convex func-

tion. This guarantees that there is a unique minimum

of J easily found by differentiating J with respect to

the entries of a and b, equating the respective

derivatives to zero, and solving the resulting system

of linear algebraic equations (technical details and the

resulting system of linear equations are omitted). A

conjugate gradient solver with sparse matrix algebra

is adopted from the meteorological data assimilation

system of the Hydrometcenter of Russia (outlined by

Gayfulin et al. 2017).

It is worth noting at this point that the above

variational scheme is decoupled from a meteorolog-

ical analysis and, thus, is different from the

Variational Bias Correction scheme (e.g., Dee and

Uppala 2009).

6.4. Sequential Cycling

To provide the above variational scheme with the

first-guess fields a� and b� we employ the sequential

cycling approach widely known in data assimilation

as the ‘‘analysis-forecast’’ cycle (e.g., Daley 1997), in

which the first guess is computed from the previous

analysis.

As noted in Sect. 6.1, the data are divided into

non-overlapping portions ðyt; ztÞ for consecutive 6 h

time windows t ¼ 0; 1; 2; . . .. The estimation process

consists of the following steps.

1. At the start of the estimation process, i.e. at the

time step t ¼ 0 (the so-called ‘‘cold start’’) the

constant (on the a–f plane) fields a0 and b0 are

specified by solving (using ordinary least-squares)

the quadratic optimization problem

kayþ b1� zk2 ! min; ð8Þ

where a and b are the two numbers and 1 stands for

the ngrid-vector whose all entries are equal to 1. The

resulting fields aþ0 ¼ a1 and bþ0 ¼ b1 are the initial

updated fields.

2. For t ¼ 1; 2; . . ., the previous-time-step updated

fields aþt�1 and b
þ
t�1 are propagated forward in time

using the simplest persistence forecast (because

nothing definitely better is available to predict/

extrapolate in time the coefficient fields a and b).

The result is the next-time-step first guess fields

a�t ¼ aþt�1 and b�t ¼ bþt�1: ð9Þ

3. The variational estimation of the fields at and bt is

performed following Sect. 6.3, producing the

updated fields aþt and bþt .

This cyclic update process is repeated in time as long

as needed (just like in any operational meteorological

or oceanographic data assimilation system). As a

result, at time step t, we have the fields a�t and b�t
adaptively estimated using past data. These fields are

applied to current observation data yt giving rise to

the final bias corrected observations eyt, which are,

then, ready to be used in a meteorological data

assimilation system or for other purposes (and whose

accuracy will be examined in Sect. 7 below). Note

that using the a�t and b�t fields not affected by the

current meteorological forecast is safe, in the sense

that the forecast is not used twice in a meteorological

data assimilation system.

The three parameters wa, wb, and L of the

variational estimation scheme are subject to (chan-

nel-dependent) tuning.

6.5. Diurnal Cycle

Experimentally, we found that the local biases

appear to exhibit a kind of diurnal cycle (besides the

solar-angles dependence), so that a bias field on the

a–f plane appears to be more similar to the bias field

24 h ago than to the bias field 6 h ago (not shown).

This means that the 24 h persistence forecast would

be more accurate in predicting the current coefficient

fields a and b than the above 6 h persistence forecast.

To account for this feature, we introduced four

independent cyclic update processes described above

(instead of one). The 1st process assimilates raw

observations and produces the coefficient fields a and

b at the time instances 0; 4; 8; . . . (i.e. every 24 h).

The 2nd process does the same job at the time

instances 1; 5; 9; . . ., etc. Each cyclic update process

still assimilates observations in 6 h batches but the

batches are now 24 h apart, so that the 24 h

persistence is used as the first guess:

a�t ¼ aþt�4 and b�t ¼ bþt�4: ð10Þ
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In this procedure, there are four ‘‘cold starts’’ (see

item 1 in the list in Sect. 6.4), one per each of the four

independent cyclic update processes.

6.6. Simpler Correction Techniques Used

for Comparison

Our main SAC technique described above in this

section is compared in Sect. 7 with two simpler

techniques. The ‘‘simple’’ one was introduced in Sect.

4 and uses constant in time scalar recalibration

coefficients a and b computed once at the beginning

of the correction period by solving the problemEq. (8).

The other simpler technique (referred to as the

‘‘evolving simple’’ in what follows) solves the

problem Eq. (8) at each time step independently

and then performs the temporal ‘‘on-line’’ smoothing

of the resulting coefficients at and bt [with the 24 h

cycle, as in Eq. (10)]:

aþ
t ¼ laþ

t�4 þ ð1� lÞat and

bþ
t ¼ lbþ

t�4 þ ð1� lÞbt;
ð11Þ

where l is the real number that controls the degree of

smoothing. The resulting updated coefficient fields

are aþt ¼ aþ
t 1 and bþt ¼ bþ

t 1. The smoothing

parameter l is to be tuned for each channel.

7. Numerical Experiments

In this section, we validate MTZVA-GY obser-

vations corrected with the three techniques: the main

solar angles dependent correction technique (SAC,

see Sects. 6.2–6.5), the ‘‘simple’’ one with constant in

space and time coefficients a and b, and the ‘‘evolv-

ing simple’’ one, in which the coefficients a and b are

constant in space but evolve in time (the two latter

techniques are described in Sect. 6.6). The accuracy

of corrected MTVZA-GY observations is evaluated

by comparing them with the background.

It is worth stressing that the corrected observa-

tions are compared with independent background

data. Indeed, as noted at the end of Sect. 6.4, the

corrected observations eyt are computed with the

correction coefficients/fields estimated using past

data and past backgrounds zt�1; zt�2; . . ..

7.1. Data and Experimental Setup

Data from three 2-week time periods in 2017 were

examined: 7–20 February, 7–20 April, and 7–20

June.4 Atmospheric temperature channels 15–20 and

humidity channels 27–29 were tested. Temperature

sounding channels above channel 20 were not tested

because the background fields were available to us

only up to 10 hPa. The horizontal resolution of the

background fields (see Sect. 3) was 0:5�. In the

vertical, the background fields had 26 levels from

1000 to 10 hPa.

Observation data were available in HDF4 format.

The data files contained the following information for

each pixel: observation time, latitude and longitude of

the sub-satellite observation point (seen by the

sensor’s antenna), the two solar angles, an indicator

of the type of the underlying surface (not used), and

the observed antenna brightness temperatures for the

24 available frequency channels listed in Table 1.

The background fields were interpolated (both in

space and time) to sub-satellite points. The time

interpolation, also known as FGAT (first guess at

appropriate time), was performed from three fore-

casts with 0, 6, and 12 h lead time, all started 6 h

earlier than the center of the current observation

window.

It is worth noting at this point that we preferred

the meteorological short-range forecast (background)

to be used as the reference, not analyses as in

Swadley et al. (2008), Kunkee et al. (2008) and

Uspensky et al. (2017). This is because our intermit-

tent correction and validation techniques are intended

to work operationally, which requires that the oper-

ational reference fields be independent of the data to

be corrected. If the validation technique utilized

analyses, then, at some point in time, when (hope-

fully) MTVZA-GY observations are operationally

assimilated, the validation technique would become

flawed because the analysis would be dependent on

current MTVZA-GY data and so not suitable as a

reference for their bias correction.

4 An initially selected period 1–15 August 2016 was rejected

because abnormally large errors (1.5–2 times larger than normal)

were observed in several channels on descending orbits during that

period.
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The resolution of the grid (on the a–f plane) on

which the coefficient fields a and b were defined was

2�. The tuning parameters of the correction/recali-

bration schemes were selected by trial and error in

preliminary experiments. It appeared to be sufficient

to specify channel-independent parameter values,

wa ¼ 400 K, wb ¼ 4, and L ¼ 3�. The memory

parameter l in the ‘‘evolving simple’’ correction

scheme was equal to 0.87, which corresponds to the

smoothing time scale about 7 days.

For observations close to the North Pole, the

azimuth (defined as the angle from the direction due

north to the horizontal projection of the sun’s rays,

measured clockwise) becomes unstable, so the esti-

mation of the coefficient fields is performed outside

the polar cap north of 80N. The results below were

computed for observations outside this polar cap.

7.2. Observation Selection and Quality Control

First, raw observations were subjected to a

‘‘buddy check’’ performed to reject single-pixel

outliers. Each raw observation yij (where i labels

the scan position and j the scan line) was compared

with all its immediate neighbors, yi�1;j and yi;j�1. If

the absolute values of all the differences yi�1;j � yij

and yi;j�1 � yij were greater than 0.4 K in modulus for

temperature channels and 1 K for humidity channels,

then the observation yij was rejected for being

unacceptably noisy.

After that, observations were thinned. Note that

this is normally done in order to reduce the compu-

tational cost and to diminish the role of spatial error

correlations (Gorin and Tsyrulnikov 2011) not

accounted for in most data assimilation systems.

Here, the data were thinned only to reduce the

computational burden, so that the results below are

applicable to all MTVZA-GY data. Each 5th obser-

vation in the scan line and each 5th scan line were

retained for further processing. This implies that the

resolution of the thinned dataset was 16� 5 ¼ 80 km

in both the along-scan-line and the along-track

directions.

Finally, a number of quality checks were applied

as described below. If any of these checks failed, the

observation was rejected.

1. Background check An observation was rejected if

its departure from the background exceeded 2 K

for all temperature sounding channels except for

the poorest channel 17, exceeded 3 K for channel

17, and 8 K for humidity sounding channels.

2. Surface check Over land, the microwave soil

emissivity depends on many poorly known factors

such as vegetation and soil wetness (Prigent et al.

2006). Similarly, large variations in microwave

sea-ice emissivity are well documented (e.g.,

Haggerty and Curry 2001). Therefore, observa-

tions that significantly depend on the surface

properties over land and sea ice were rejected

using the following simple rule. The sensitivity to

the surface was approximated by the sensitivity to

the surface temperature, i.e. by the partial deriva-

tive (available from RTTOV) of the observation

Tb with respect to the surface temperature Ts. The

observation was rejected if oTb=oTs exceeded the

empirically selected threshold of 0.1. This surface

check was also applied over clear sea (where the

uncertainty in the emissivity is lower but the

emissivity itself is lower as well). Channels 15 and

27 were used only over clear sea. Note that,

implicitly, the above surface check accounts for

high terrain. The typical for the temperature

sounding channel 16 and the humidity sounding

channels dependence of OmB departures on

oTb=oTs over land is shown in Fig. 5 (channel

16, data were accumulated for the period 14–16

April 2017 from ascending orbits). The RMS

(root-mean-square) curve was computed by non-

parametric smoothing of individual OmB

deviations on the OmB-vs-oTb=oTs scatterplot. It

is seen that the RMS curve grows (implying

growing observation errors) with the increasing

oTb=oTs. The rejection rule oTb=oTs [ 0:1 was

selected as an informal compromise between the

quality of retained observations (indicated by the

RMS curve) and their number (indicated by the

cumulative distribution function curve, see the

figure caption).

3. Heavy rain check Finally, observations in all

channels were rejected in heavily precipitating

cloud areas. The rejection criterion compared the

liquid water path computed from the accumulated

6 h rainfall forecast (available in the background)
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with the threshold of 0.05 kg/m2 (Weng et al.

2012). It is worth noting at this point that the

rainfall estimated from observed brightness tem-

peratures in different window channels of the

same sensor would be useful here. E.g., Ferraro

and Marks (1995) used for this purpose a Scatter-

ing Index defined as the difference of a high-

frequency microwave channel (which is sensitive

to precipitating ice particles and raindrops) and a

combination of two low-frequency (and thus less

sensitive to precipitation) microwave channels.

However, we refrained from using that technique

because some of the low-frequency and high-

frequency microwave MTVZA-GY channels

(marked as window in Table 1) are not available

while others suffer from large errors, whose

correction was beyond the scope of this study.

Rejection rates due to the application of the above

four checks are given in Table 3 (note that the total

rate may be less than the sum of the individual rates).

One can see that in the higher peaking temperature

channels and in the highest humidity channel 29, the

largest portion of outliers was removed by the

background check. The surface check was useful in

rejecting outlying observations in the lower peaking

temperature channel 16 and in the humidity channels.

Note that the surface check behaved differently in the

lowest channels 15 and 27, which were examined

only over clear sea. It rejected no data in the

temperature channel 15 but it rejected as much as

3.7% of data in the humidity channel 27. The reason

of this difference is the stability of the Jacobians

(weighting functions) in temperature channels (see

Sect. 3.1), on the one hand, and the significant

variability of the weighting functions in humidity

channels (see Sect. 3.2), on the other hand. Specif-

ically, oTb=oTs in channel 15 was almost always

below the 0.1 threshold, whereas channel 27 often

became very low-peaking at high latitudes (see

Fig. 3b as an example), which resulted in rejections

of some observations over clear sea.

The buddy check rejected larger amounts of data

in humidity channels than in temperature channels

(because humidity is a more variable field than

temperature and because the effective horizontal

resolution for humidity channels is higher than for

temperature channels, see the ‘‘FOV’’ and ‘‘Pixel’’

columns in Table 1). The heavy rain check was the

least effective in removing outliers. Overall, the

rejection rates in humidity channels were somewhat

higher than in temperature channels.

In general, the quality of the MTVZA-GY data we

studied was reasonably stable, but from time to time

we observed sporadic spikes (hours and days long) in

the error magnitude. Sometimes, the spikes were

attributed to radio-frequency interference. The data

flow was also quite stable, with relatively rare periods

of missing data.

Figure 5
Dependence of observation-minus-background (OmB, K) depar-

tures on oTb=oTs. In the legend, ‘‘Partial derivative cdf’’ denotes

the cumulative distribution function (which shows the portion of

the data points with oTb=oTs lower than the abscissa)

Table 3

Rejection rates due to the checks applied,%

Channel Background

check

Surface

check

Buddy

check

Heavy rain

check

Total

15 2.2 0a 0.5 \ 0.1 2.4

16 2.8 3.6 0.1 \ 0.1 5.3

17 11.0 0.1 \ 0.1 \ 0.1 11.1

18 0.5 0 \ 0.1 \ 0.1 0.5

19 0.7 0 \ 0.1 \ 0.1 0.8

20 0.9 0 \ 0.1 \ 0.1 0.9

27 3.2 3:7a 2.2 \ 0.1 7.9

28 2.2 7.0 1.0 \ 0.1 9.2

29 5.7 3.5 1.1 \ 0.1 8.9

aOver clear sea only (recall that over land and over sea ice channels

15 and 27 were not used)
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7.3. Validation Results

7.3.1 Main Findings

Figure 6 shows the distributions of local biases of

SAC-corrected observations in the same format as in

Fig. 4. Comparing the two panels in Fig. 6 (the SAC

scheme) with the two respective panels in Fig. 4 (the

‘‘simple’’ scheme) demonstrates how successfully the

developed SAC scheme removes the local biases,

leaving behind, largely, just noise. It is worth noting

here that the residual noise on the geographic map,

Fig. 6a, is stronger than on the a–f plane, Fig. 6b.

This is because there are many more cells on the

geographic grid populated by the observations, so

that each cell is significantly less populated than a

cell on the a–f plane, which implies greater sampling

noise on the geographic grid.

Figure 7 shows the time series of biases and

standard deviations of theOmBdeviations for the three

competing correction techniques. The season, the

channel, and the orbit (descending) were selected in

order to show the most typical results. One can see that

the SAC significantly outperformed the ‘‘simple’’ and

the ‘‘evolving simple’’ techniques. Noticeably, the

improvement in the accuracy of SAC-corrected obser-

vations is predominantly in the standard deviation (the

three upper curves). The global bias is easily removed

by any of the three techniques. As for the two latter

techniques, the ‘‘simple’’ one (in which, we recall, the

coefficients a and b were constant both in space and

time) turned out to be slightly inferior to the ‘‘evolving

simple’’ technique (in which the coefficients a and

b were constantly updated in time). In some other

channels, the difference between the ‘‘simple’’ and the

‘‘evolving simple’’ techniques was larger and gradu-

ally increasing in time, as expected (not shown).

Finally, Table 4 displays the overall results: the

RMS errors with respect to the background (averaged

over the three time periods and over both ascending

and descending orbits).5 One can see that, indeed, the

Figure 6
Local biases after SAC for observations from 21 h UTC, 12 June 2017 to 3 h UTC, 14 June 2017 (descending orbits). a On the geographic

map. b On the a–f plane

Figure 7
Biases and standard deviations of the OmB departures with the

three correction schemes from 7 to 20 February 2017. Abscissa is

correction cycles (consecutive 6 h time windows)

5 Note that in each two-week period, the first 24 h were not

included in the averaging in order to let the cycling process reach

its quasi-steady-state regime.
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SAC scheme significantly outperformed the two

simpler competing techniques. And of course, the

SAC corrected observations were much more accu-

rate than antenna temperatures (whose accuracy is

shown in Table 2 for the same set of observations as

here). The comparison with AMSU-A and MHS is

given below in Sect. 7.3.3.

The particularly poor performance of MTVZA-

GY channel 17 is, most likely, caused by a significant

difference between the assumed and the actual

passbands, as hypothesized in Uspensky et al.

(2015). The reason can be errors or shifts or drifts

in the frequency of the local oscillator (Lu and Bell

2014).

7.3.2 Other Dependencies

Further investigation into the structure of remaining

biases showed that the dependence of the RMS error

on the scan position was significant only for the two

simpler correction techniques and negligible for the

SAC corrected data (not shown).

Seasonal differences in the accuracy of the SAC

corrected MTVZA-GY observations were rather

small (not shown). The differences between ascend-

ing and descending orbits also became insignificant

after the introduction of the SAC.

7.3.3 Comparison with AMSU-A and MHS

AMSU-A and MHS data from Metop-A (which had

virtually the same orbit as Meteor-M N2, whose data

were studied in this research) during the above three

time periods, were selected for comparison with

MTVZA-GY observations. The AMSU-A and MHS

data underwent the above ‘‘simple’’ correction pro-

cedure (to remove the state-independent part of the

biases) and all the quality control checks in exactly

the same way MTVZA-GY data did.

AMSU-A and MHS channels with similar pass-

bands to the MTVZA-GY channels were examined.

The results for the AMSU-A and MHS channels are

presented in the lower part of Table 4. One can see

that the only MTVZA-GY channel 15 had compara-

ble accuracy to its AMSU-A counterpart, channel 4.

The MTVZA-GY channel 17 had the worst perfor-

mance, being some 3 times less precise than AMSU-

A channel 5. The other MTVZA-GY channels

appeared to be 1.5–2 times less accurate than their

AMSU-A/MHS counterparts.

The magnitudes of OmB deviations for AMSU-A

and MHS displayed in Table 4 are some 1.5 times

greater than those reported by operational radiance

data monitoring services (e.g., http://www.emc.ncep.

noaa.gov/gmb/gdas/radiance/esafford/wopr/index.

html). The primary reason for this difference is that

here we performed no bias correction with airmass-

dependent predictors [as in, e.g., Harris and Kelly

(2001) or Dee and Uppala (2009)]. This was done in

order to make the processing of AMSU-A and MHS

data exactly the same as the processing of MTVZA-

GY data. The secondary reason is that the back-

ground fields were available to us only up to 10 hPa.

It is worth noting that the comparison of MTVZA-

GY vs. AMSU-A and MHS in terms of their

respective deviations from the 6 h GFS forecast

(used as the background in this study) seems to be not

Table 4

Correction results. Deviations of corrected observations from the background, K

Sensor/scheme Ch15 Ch16 Ch17 Ch18 Ch19 Ch20 Ch27 Ch28 Ch29

MTVZA/‘‘Simple’’ (RMS) 0.72 0.85 1.76 0.62 0.71 0.80 2.46 2.60 3.52

MTVZA/‘‘Evolving simple’’ (RMS) 0.67 0.83 1.70 0.62 0.71 0.79 2.35 2.51 3.34

MTVZA/SAC (RMS) 0.56 0.63 1.04 0.50 0.56 0.62 2.24 2.38 3.12

AMSU-A channel: Ch4 Ch5 Ch6 Ch8 Ch10

MHS channel : Ch5 Ch4 Ch3

AMSU-A (RMS) 0.56 0.36 0.29 0.34 0.34

MHS (RMS) 1.58 1.56 1.57

Results for the SAC-corrected MTVZA-GY data are indicated in bold face, whereas the results for the AMSU-A and MHS data (with ‘‘simple

correction’’) are given in italic
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entirely fair because AMSU-A and MHS are rou-

tinely assimilated into the GFS and so can be favored

in this comparison. Even though it is the forecast and

not the analysis that was used as the background, the

observation errors of AMSU-A and MHS can be

underestimated. To demonstrate this, we note that

Gorin and Tsyrulnikov (2011) found that the AMSU-

A observation error dy (where y denotes the obser-

vation and d denotes the error) has two components, a

spatio-temporally correlated component dcy (at-

tributed to the radiative transfer model error) and

the uncorrelated component duy (attributed to the

instrument measurement error). What is important for

us here is that Gorin and Tsyrulnikov (2011) also

found a positive cross-correlation j between the

correlated part of the satellite observation error dcy

and the background error dz (where z stands for the 6

h forecast converted to brightness temperature).

We can easily write down the variance of the

observation-minus-forecast increment: Var ðy � zÞ ¼
Var ðdcy þ duy � dzÞ ¼ Var dyþ Var dz � 2jðVar
dcy � Var dzÞ1=2. From this equation, it is seen that a

positive j indeed reduces the observation-minus-

background variance. However, using the data from

Table 1 in Gorin and Tsyrulnikov (2011), one can

verify that the comparison of AMSU-A observations

with GFS forecasts underestimated the real AMSU-A

observation error standard deviation only by a few

hundredths of a kelvin, which does not affect the

general conclusion about the relative accuracy of

MTVZA vs. AMSU-A data.

On the other hand, training the SAC scheme on

previous background fields while examining against

the current ones can lead to an underestimation of

MTVZA-GY observation errors, too. This can take

place if MTVZA-GY errors are correlated in time

like AMSU-A errors. On balance, we believe that the

above comparison of MTVZA-GY data vs. AMSU-

A/MHS data for the same time periods is reasonably

fair.

7.4. Remarks

1. In our SAC bias correction scheme, as in any other

offline (decoupled) technique (e.g., Harris and

Kelly 2001), a mapping of background errors into

bias corrections can take place. We believe that

this limitation of our approach is not of primary

importance for the following reasons. First, errors

and biases in MTVZA-GY data are much greater

than errors and biases in the background. There-

fore, the improvement in the observations

accuracy due to our scheme strongly dominates

any problem with the forecast-model bias. Second,

our bias correction model is solar-angles depen-

dent, whereas forecast biases are latitude,

longitude, and air mass dependent (which should

reduce the transfer of systematic errors from the

forecast to the corrected observations). Third, our

scheme can, in principle, be embedded in a

variational bias correction scheme (e.g., Dee and

Uppala 2009), in which the resulting observation

bias is constrained not only by the meteorological

forecast model but by other observation types as

well.

2. A methodological comment. The relationship

between the solar angles and the MTVZA-GY

observation error we found is statistical and, as

such, cannot guarantee that the solar radiation is

indeed the only or even the dominant error source.

Taking into account findings by other authors who

studied the effect of solar heating on satellite

microwave sensors in more detail (see the refer-

ences in Sect. 4), we believe that the solar

radiation is indeed an important error source for

MTVZA-GY data. But we cannot exclude that our

scheme may compensate for some other sources of

error as well. E.g., any latitudinally dependent

error can be aliased with the solar angles effect

(because the solar angles exhibit a systematic

change with latitude).

8. Conclusions

In this work, we have examined the accuracy of

atmospheric temperature and humidity sounding

channels of the conically scanning microwave

radiometer MTVZA-GY on board the Meteor-M N2

satellite. Observation errors were measured by com-

paring observed brightness temperatures with their

simulated counterparts. The simulated brightness

temperatures were computed by the RTTOV radiative
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transfer model applied to 6 h NCEP GFS forecast

fields.

The observation biases were found to be depen-

dent on the solar angles (zenith and azimuth). It

appeared that a large portion of the observation error

can be explained by a bias correction model that has

an additive and a multiplicative component, both

being smooth function of the two solar angles. This

new solar angles dependent bias correction model

was estimated using a sequential data assimilation

(learning) algorithm with a variational observation

update and a persistence-forecast time update.

Three two-week periods in summer, winter and

spring/fall were selected for numerical experiments.

The application of the estimated correction model to

independent observations was shown to significantly

improve their accuracy. The MTVZA-GY errors were

compared with errors in the respective/similar chan-

nels of AMSU-A and MHS sensors for the same time

periods.

As compared with the analysis in Uspensky et al.

(2015), the errors in the corrected MTVZA-GY data

have been substantially decreased. Differences in

RMS errors between ascending and descending orbits

are now insignificant. With the new correction

scheme, the observation error magnitude is largely

independent of the scan position. As compared with

AMSU-A observations, corrected MTVZA-GY data

in temperature sounding channels appear to be 1–3

times less accurate. In atmospheric humidity sound-

ing channels, the corrected MTVZA-GY observations

are about 1.5–2 times less precise than the MHS data.

In this work, no attempt was made to account for

non-precipitating clouds. The striping noise phe-

nomenon was not addressed either.

The MTVZA-GY radiometer on board Meteor-M

N2 is not working properly since 15 August 2017.

The next MTVZA-GY instrument is planned to be

launched by the end of 2018. In total, 4–5 satellites of

the Meteor-M type with the MTVZA-GY sensor on

board are to be launched till 2025 in both the morning

and the afternoon orbits.

Microwave observations from the current and

future Meteor-M series satellites are expected to

complement the existing constellation of polar

orbiting meteorological satellites and contribute to

the quality of numerical weather prediction and other

meteorological technologies and studies.
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